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Noise averaging and measurement resolution „or ‘‘ A little noise
is a good thing ’’ …
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When a continuous quantity is measured with a digital instrument or digitized for further processing,
a measurement uncertainty component is incurred from quantization of the continuous variable. This
uncertainty can be reduced by oversampling and averaging multiple measurements, but only if there
is some noise on the measurand. In this article the optimum noise level is determined, and the
subsequent improvement in measurement uncertainty calculated.@S0034-6748~99!04604-3#
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INTRODUCTION

When making high accuracy dimensional measureme
great pains are often taken to reduce the vibration level in
measurement apparatus because vibration contributes t
variance of the measurement readings. On the other han
is common practice in the audio recording industry to a
dither, in the form of noise, to an audio signal prior
analog-to-digital~A/D! conversion to reduce the audible e
fects of quantization. This suggests that, when A/D reso
tion is a significant component of measurement uncerta
and the sample rate is high enough to allow oversamp
and averaging, heroic attempts at noise reduction may
counterproductive.

ANALOG-TO-DIGITAL CONVERSION

Many measurements involve A/D conversion beca
the data are often processed in a computer. Voltage
converters and displacement measuring interferometers
vert continuous quantities voltage or position into digi
numbers, with a resolution of one least significant bit~LSB!.

The most benign model of an A/D converter produce
discrete outputy equal to the continuous inputx rounded to
the nearest LSB. The transfer functiony and quantization
error e are

y5round~x!, e5x2y.

That is, y50 for any 2 1
2<x,1 1

2 and y51 for any 1
2<x

,1 1
2, etc. This transfer function and error function are pl

ted in Fig. 1. This quantization process produces an ave
error or bias of zero, but adds measurement uncertainty
cause the actual error is not known.1

MEASUREMENT UNCERTAINTY

In general, the errore is the difference between the tru
value of the measurand and the indicated value.2 In the ab-
sence of bias the International Organization for Standard

a!Electronic mail: potzick@nist.gov
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tion ~ISO! expanded (k52) measurement uncertainty
twice the square root of the variance of the error,3 and can be
expressed as

u52AE
2`

`

p~e!e2de,

wherep(e) is the normalized probability density function o
the possible values of the error, and the average error is z
This uncertainty component must eventually be combin
with all the others in the measurement process.

From Fig. 1, the error is equally likely to be anywhe
between21

2 and 11
2 LSB ~rectangular probability distribu-

tion! so

p~e!51 for 2 1
2<e,1 1

2, and 0 elsewhere,

for any value ofx. Then the measurement uncertainty fro
quantization is

u52AE
21/2

1/2

e2de50.577 LSBs.

EFFECTS OF NOISE

Noise can be represented by a unity amplitude rand
variablenoiseranging from21

2 to 11
2 LSB multiplied by an

amplitudeA, so the noise amplitude isA LSBs peak to peak.
Adding noise to the inputx changes the output to

y5round~x1A noise!,

while the error is stille5x2y.
If the sampling rate is high enough relative to the rate

change ofx, each readingy can be replaced by the average
n readings

yavg5
1

n (
i 51

n

yi .

The error is now

eavg5x2yavg.

Figure 2 shows the simulated transfer function w
added noise for the case of no averaging~left side! and av-
eraging over 10 readings~right side!. The qualitative benefit
8
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FIG. 1. Transfer function~a! and quantization error~b! for a hypothetical
A/D converter. Units are in LSBs.
cer-
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is immediately apparent. The effort of averaging multip
readings is no added burden because some kind of mul
measurement averaging is always needed to assess the
ance of the random error in order to evaluate the meas
ment uncertainty.

MEASUREMENT UNCERTAINTY WITH NOISE

In the absence of noise the quantization error adds 0.
LSB of uncertainty to the measurement. The uncertainty
also be found numerically by sampling the random error o
a unit interval ofx and calculating its statistical variance
This uncertainty is the same for any unit interval ofx, and is
two times the square root of the variance of the errors

u52A1

s (
j 51

s

eavg
2 ~xj !

for integer<xj,~ integer11! in s steps.

Heree is considered a function ofx asx varies over the unit
interval. Figure 3 shows the simulated measurement un
FIG. 2. A/D output with 0,
1
4, 1, and 4 LSB of noise

added to the input, with no averaging~left side! and
with each data point the average of 10 readings~right
side!. Scales are in LSBs.
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tainty in LSBs for noise amplitude ranging from 0 to 1
LSBs, and averaging over 1, 10, 100, and 1000 readings

By allowing 1 LSB of noise on the measurand, the u
certainty due to quantization error and noise combined
be reduced from 0.577 LSB with no noise to 0.25, 0.08,
0.025 by averaging over 10, 100, or 1000 readings, res
tively, a reduction by factors of 0.44, 0.14, or 0.04. T
benefit is proportional to the square root of the number
readings averaged, as expected.

DISCUSSION

An example application is a scanning microscope u
for traceable dimensional measurements in the range f
nanometers to centimeters.4 The specimen stage moves at
constant velocity while on-axis image data~e.g., intensity in
an optical microscope! are acquired. The stage position
monitored with a displacement measuring interferome
and stage displacement and digitized on-axis image data
input to a computer. These two sets of data are represe
by two one-dimensional arrays in the computer, and the
eraging can be accomplished by replacing each array elem
with the average of then elements around it. When this i
done, the interferometer resolution is no longer relevant
the measurement resolution is limited only by system no
The measurement resolution may now be far higher than
interferometer resolution.

FIG. 3. Combined uncertainty from quantization and noise after avera
over 1, 10, 100, and 1000 readings.
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This averaging process is a simple moving average d
tal low pass filter, performed in software, after the data ha
been acquired. The minima appearing at integer values
noise amplitudeA in Fig. 3 reflect the@(sinx)/x#2 amplitude
frequency response of the unweighted moving average d
tal filter. The cutoff frequency is chosen by adjusting t
ratio of n to the sampling interval. The contributions of ea
array element to the average can be weighted and norma
to alter the frequency response of the filter~in x space!. The
cutoff frequency should be chosen to pass the highest m
ingful frequencies in the data and reject all frequencies ab
that. In this case the highest spatial frequency is fixed by
microscope resolution, which is limited by the objective n
meric aperture and illumination wavelength. The low pa
filter can be chosen to remove all frequencies above t
including that part of the added noise. The noise can
random or periodic, but it must not be correlated with t
sampling interval.

In this example, measurement accuracy was impro
without incurring the cost of a higher resolution interferom
eter or imposing extensive vibration reduction measures.

The quantization error can be reduced by allowing~or
adding, if necessary! 1 LSB of random noise to the measu
and averaging oversampled readings.

The benefits of noise averaging are reduced meas
ment uncertainty and increased resolution. The costs are
requirement for a higher sampling rate for a given data f
quency limit ~or longer acquisition time and lower data fre
quency response! and some digital processing. The noise
free.
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